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Lecture 8: Statistical vs Computational Complexity Tradeoffs via SoS

Pravesh Kothari Scribes: Carrie and Vaggos

Overview We show how Sum of Squares can be used to understand computational thresholds for average-
case-complexity in problems concerned with recovering hidden structures/signals surrounded by random
noise. Examples include Planted Clique, Sparse PCA, and Refuting Random Constraint Satisfaction Prob-
lems (CSPs).

1 The Planted Clique Problem

We are given a random graph GG on n-vertices. We are promised that there are two possible generative
models (distributions) for this graph, and we want to figure out from which of the two distributions the
graph GG was sampled. The options are:

e G(n, %) — The Erdos-Renyi graph on n-vertices with p = % (each edge is present independently with
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probability %).

e G(n,3,w) = G(n,1) + K,, where K, is a clique on w-vertices (which vertices exactly are not
known but you know that the size of the clique is w). The way to think about this process is that you
first generate a random graph from G(n, %) then you choose a uniformly random set of vertices of
size w and then you complete the clique on those chosen w vertices.

So the question is, for what w can we distinguish (correctly and with high probability') between the two
cases above, and how? We would like to emphasize that the information theoretical question is when is it
possible to distinguish between the two distributions given the graph (in other words, when does our graph
contain enough information) and to answer that question we are computationally unbounded and that the
computational/algorithmic question is when can we efficiently” find the hidden structure, if there is one. You
can think of the first question as the decision version of a problem and the second question as its search
version. Here the hidden signal/structure in the input is the clique and the strength of the signal is the size of
the clique, that’s why we try to get some result depending on the natural parameter w. As we will see later,
for Sparse PCA and Refuting Random CSPs we will have different natural strength parameters.

In graphs drawn from the standard Erdos-Renyi graph distribution G(n, %) we expect cliques of size at
most (2 + o(1)) logn’. Using an (inefficient) algorithm to compute the max clique of the given graph we
can distinguish between the two cases if w > 2logn. Therefore the statistical threshold for this problem

is w =~ 2logn, because if w < 2logn, it is impossible to distinguish between a planted clique model and
G(n,1).

'With high probability (w.h.p.) means 1 — 1/poly(n) as it is usually the case.

’ie. in polynomial time.

Note that the constants here matter a lot. In fact, finding a clique of size 1-logn can be done efficiently using a greedy
algorithm, whereas we don’t know how to find a slightly larger clique of size 1.1- log n in polynomial time.



But the computational threshold (the clique size threshold at which there are efficient algorithms that can
distinguish whether there is a planted clique of that size or not) is w € ©(y/n). There is a huge gap between
the statistical and computational threshold for this problem. So what’s the distinguisher/algorithm to solve
the problem when w € O(y/n)?

The state of the art algorithm for planted clique is the following and is really simple. Define A(G) as:

1 if (i,7) ~ G
A(G)(i,j) =
(©)6.9) {—1 otherwise
We set the diagonal of A to be 1, so that the following computation is cleaner, although even if it was 0,
everything we say here can still be made to work (by just replacing (w — 1)2 instead which wouldn’t affect
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the asymptotic behaviour). With high probability, if G ~ G(n, 5) Allso < ©(y/n). On the other hand, if
a graph is drawn from the distribution with the planted clique of size w, we can show that this clique would

induce a large operator norm for A and to be precise ||A||so > w®. To see this, take the {0, 1} vector z on
2

. . . . . . T
the graph’s vertices which is the indicator vector for the clique. Then, 27 Az = w? = % =% =

w = ||A||x > w. In particular, adding a clique of size w € O(y/n) would be enough to make the
algorithm succeed.

The algorithm that we used belongs to the family of spectral algorithms and we say that w € O(y/n) is
the computational threshold for this problem, because we know of no other way to obtain better results
(i.e. smaller values of w) in polynomial time. Let’s now move on to our second example of this broader
“Statistical vs Computational thresholds” question.

2 Sparse PCA

This is the Sparse Principal Components Analysis [ , ] and again we will be asked to distinguish
between two different distributions. Here however, we will observe multiple samples of the distributions
(and not just one as it was the case in Planted Clique) and the natural strength parameter will be the number
n of samples that we observe. The two different cases we want to distinguish are the following:

e Standard normal distribution N'(0,Z),Z € RP*? (p-dimensional Gaussian).

e Normal distribution with a “sparse spike” N'(0,%), X =7 + vl where v is k-sparse, i.e.

v; € {—1,0,1},Vi € {1,2,...,p}
P
S
i=1

Let’s say we observe n samples, all from one of the above 2 distributions. Since the key difference between
the two cases is located in the covariance matrix (Z vs ), the natural approach here is to compute the empir-
ical covariance matrix. Below, we give two algorithms (one inefficient and one efficient) for distinguishing
between these two distributions. They usually go by the name of “sparse eigenvalue programs”:

*As you can see, this is actually true for any graph with a clique of size w.



. : . R
e Common step for both algorithms: Build sample covariance matrix: > = — E xza:zT
n
i=1

e 1st algorithm (inefficient): Solve the following polynomial program’ PP1:

A

max(x, 1x)
P
Z x? =k (k-sparsity constraint)
i=1

3 =2, Vi€ {1,2,...,p}
e 2nd algorithm (efficient): Relax the above to get the following SDP:
max Tr(3 - X)

Tr(X) =k (relaxed k-sparsity)
X >0

Note that the polynomial program PP1 above, even though it may not be efficiently computable, it is still

a statistical quantity that we can compute given enough time. This is the analog of the maximum clique

statistic we used in our first example. So a natural question is to understand how many samples does it take

for PP1 to actually distinguish between thekﬁwo cases (you can think of A as a constant e.g. A ~ 0.1). The
O,

answer is that the number of samples n > “%2.

What about the efficient distinguisher using the SDP? The obvious answer could be n = plogp because
with that many samples (p might be really large compared to the sparsity k), I can always estimate the whole

covariance matrix, but can we get away with much less samples? It turns out that we can use the SDP with
> k2 logp
n jall AQ .

Two things to notice in this Sparse PCA example is that the information theoretic bound for the number of

samples required to distinguish between the two cases is n > k 1§2gp whereas the computational threshold is
. . 2 . . . . . .

only slightly larger with n > k}\# samples and it is achieved using a semidefinite program, rather than a

spectral technique. This means that in this example the best algorithm is an SDP.

Exercise 8.1: Provide an argument for why the information theoretic threshold should grow as n >

Q( k 1;\’2gp ) (where you can think of A as a small constant and ignore it) and why does it have to grow with the

log p of the dimension?

Question: For what values of k is the above n > % threshold meaningful and why can’t we just com-
pute the largest eigenvector of the covariance matrix?

Answer: When k is large (k > \/n), it is true that we can just compute the top eigenvector and the corre-
sponding eigenvalue of the sampled covariance matrix, because we are only interested in the distinguishing
problem and the eigenvalue will be large. However, for general k, computing the eigenvector itself will not
be useful as it may not be sparse as we want it. This is why we need to use the PP1 and relax it to the

>Note this is not an SDP and we don’t claim that we can solve it efficiently.



SDP when we explicitly state the sparsity constraint. Here, as it was expected, the algorithm becomes bogus
when k > \/n, in which case we don’t have to use it and instead we should compute the largest eigenvalue
and eigenvector. You can think of our algorithm here as useful for regimes where k =~ n%! for example.

Question: What is the behaviour of the spectral algorithm we saw before for Planted Clique and of the SDP
for Sparse PCA when we allow semirandom perturbations to the input?

Answer: You can think as semirandom perturbations as perturbations of the input that can only make the
structure/solution we are seeking even more pronounced. For example, in the Planted Clique problem, a
semirandom perturbation would be to delete some of the edges outside the planted clique. Even though this
seems helpful for an algorithm that tries to find the hidden structure, as it makes the clique more pronounced
in the graph, usually spectral algorithms are fooled by such perturbations. Intuitively, this is because there
is some chance that by deleting edges, another direction in the spectrum of the matrix pops up as the dom-
inant instead of the eigenvalue corresponding to the clique. Here, however, since we are only interested in
the distinguishing problem we could still succeed as the || A||~ would be large compared to the random
case. On the other hand, SDPs usually have some intrinsic robustness properties against such semirandom
perturbations and we expect them not to be fooled.

3 Planted CSP

3.1 Random CSPs vs Planted CSPs

The last example for today will be the Planted Constraint Satisfaction Problem. Again we will be asked
to distinguish between two cases. The first distribution is the analog of G(n, %) from our Planted Clique
example and the N (0, Z) from the Sparse PCA. We begin by defining a random instance of the classic 3SAT
problem, which we will denote by #(n, 3, A) (this is our first of the two distributions).

Here is how you generate a sample from this distribution: first, you choose m = An random triples on [n]
(let’s say we have a set of n variables) and these triples will correspond to constraint clauses as follows: for
each triple ¢ := {1, j, k}, choose bi, ), b¥ uniformly in {0,1}. So then, the constraint corresponding to the
triple t = {i, j, k} is biw; V bjx; V bfxy, where bix; = x; if b = 0 and bix; = 7; if b = 1. In other words,
the bit b tells us whether to negate the variable or not.

In the previous examples, the planted version of the problem was pretty clear, however in the Planted CSPs
case, if we are not careful with our planted instance, we may end up trivialising the problem and making it
uninteresting. That’s why the planted version will seem a bit complicated at first.

Naturally, we would like to create a distribution of instances that look random as before, where the number
of constraints satisfied by any assignment of the n variables is really small but with a “protected” solution,
i.e. an assignment that satisfies the formula. This is called “planting an assignment” in the random CSP.
How can we plant a solution z*? So the second distribution will be denoted as #(n, 3, A) + z* and is as
follows:

First, we choose m = An random triples ¢ = {4, j, k} on [n] as before. Then, as a second step, we choose
the planted assignment z™ uniformly at random from {0, 1}". The question now is how can we make
this particular z* assignment satisfy all the constraints? This will be the third step: Choose b}, b7, bf



uniformly in {0, 1} but subject to the constraint that:°

bﬁ@b{@bfzxf@x?@mi@l

Now it is easy to see that 2™ is a satisfying assignment for all the constraints and is left as an exercise.
Exercise 8.2: Show that the way =™ is defined, it will be a satisfying assignment.

The strength of the signal here is the number A = “* which determines how many clauses will the CSP
formula have. The question we are interested in is how small can A be and still be able to distinguish
between the two distributions above (H(n, 3, A) and H(n, 3, A) + z¥).

The natural distinguisher we would want to use here is the statistical quantity MAX-SAT := the maximum
possible number of clauses satisfied by any boolean assignment. This is not an efficient distinguisher and it
is not hard to show using Chernoff that when m > 10n and the CSP is drawn from #(n, 3, A) the value of
MAX-SAT< I + €. However, for H(n, 3, A) 4+ z* the value will be 1 and we will be able to distinguish. If
we want computational efficiency then we need m > n3/? and as with the clique problem we have a huge
gap. The best algorithm used to achieve it is a spectral algorithm acting on a natural matrix associated with

the constraints of the CSP.

Summing up, the statistical threshold for this problem is: m > 10n and the computational threshold is:
m > n®/?. The 2 basic questions we want to answer is “are these gaps inherent?”” and “how do we predict
the true computational threshold for these and other problems?”

The goal of this class is to use Sum-of-Squares (SOS) to answer both of these questions [ , ]
and an informal hope/statement/claim one might have regarding SOS is that it is the best polynomial time
algorithm we can use to solve these problems, in the sense that the threshold we get for SOS is likely to be
the threshold for all polynomial time algorithms.

The phenomenon we observe is that the best algorithms for all the above problems is either spectral al-
gorithms or SDPs and they are all captured by the SOS framework. In addition to its generality, the SOS
framework is amenable to analysis and we can figure out tight lower bounds for it.

3.2 Algorithm for planted CSPs

We will define a relevant problem that we call “Refutation Question” and we will try to design an algorithm
to do the following:

**Refutation Question™*:

Input: A CSP (3SAT) instance 7.

Goal: Output either Unsatisfiable or “Don’t know”.

The guarantee we want for the algorithm is the following:

o If output is “unsat”, then the instance Z is unsatisfiable.

e Pr(algorithm outputs “unsat”) > 1 — o(1) for Z drawn from H(n, 3, A) .

In other words, the algorithm needs to be correct whenever it claims that the instance is unsatisfiable, i.e.
if the algorithm says “unsat” then the instance Z better be unsatisfiable. So far, if we only ask for the first

669 means XOR as usual



bullet above, then the algorithm can always answer “Don’t Know” and it would always be correct. That is
the point of the second bullet above, that demands that the algorithm should output “unsat” w.h.p. whenever
the instance is drawn according to (n, 3, A).

So for what m is efficient refutation possible? Intuitively, refutation should be easier as the number of
clauses grows and the answer for efficient refutation will be m = n3/? as we mentioned above.

3.3 Motivation and Brief History for refuting CSPs

Feige, 2002 [ ]: Feige’s Hypothesis: He conjectured that for m < 0(n3/ 2), there does not exist a poly-
nomial time refutation algorithm. The original motivation was to make an average-case hardness assumption
from which you can derive hardness for other problems. So, believe it or not the original motivation was
to prove worst-case hardness. In recent years, people have used this hypothesis to prove new average-case
lower bounds.

Daniely, Linial, Shalev-Shwartz, 2014 [ ]: In machine learning community, these authors had a
breakthrough result regarding proving hardness results starting from a hypothesis similar to Feige’s. Usually,
a lot of machine learning problems come with a natural distribution attached to them and it is difficult to
prove average-case hardness results for them and there were important open problems for example, the
hardness of learning DNF (disjunctive normal form) formulas. Using their hypothesis, they derived hardness
for DNFs.

Allen, O’Donnell, Witmer, 2015 [ ]: Here comes the interesting part of the story:® these authors
falsified the previous hypothesis by giving an algorithm that could refute a random CSP of some specific
form.

3.4 Refuting 4-XOR CSPs

Refutation Problem for 4-XOR: This will be just a slight modification of the 3-SAT version we saw before,
but now the predicates are 4-XORs. This just makes the presentation a bit easier, and one can get results for
other CSPs using this framework.

So how do we generate such a random 4-XOR formula? First , we choose m = An random 4-tuples on [n].
For each 4-tuple t = {4, j, k, L}, choose b; uniformly in {0, 1}. Then, each constraint is z; Bz ; Bz Dx; = by.
If m, the number of constraints, is more than 10n, i.e. A > 10, with high probability, the fraction of
satisfiable constraints is < % + 0.01.

We present a simple and efficient spectral algorithm for refutation when m > Q(n2):

e Build the pairwise adjacency matrix:’
2b; 551 — 1 if (4,7, k,1) was sampled
Afig). ) = :
0 otherwise

"Note that w.h.p. an instance generated by H(n, 3, A) is going to be unsatisfiable, so there is trivial inefficient brute-force
algorithm that can solve the “Refutation Question”.

8Everything we discussed so far is about polynomial time algorithms, but there are other papers as well that are interested in
subexponential algorithms for refuting CSPs. Papers in this line of work are due to Raghavendra, Rao, Schramm [ 1.

9Tuples in the matrix indices are not ordered and the matrix is symmetric.



e return “unsat” if || A||c < O(1).

We want the algorithm to have the same guarantees as for the **Refutation Question** from above. So
why does the algorithm work? Note the following:

e Note that the || A||~ is an upper bound for the following maximization problem

max Ai,j,k,l *LiXjTRT]
v TR
and that if the formula is satisfiable then the value of this maximization problem is in the order of
Q(m). To see this, just take a y vector with n? coordinates {1} such that y;; = ;2 (the satisfying
assignment) and rewrite the objective, noting that we get a quadratic form. Normalizing by the norm

of the vector y which is ||y|| = Vn? = n we conclude that in the case of a satisfiable formula we
have ||Al|cc > 75 which is large compared to a random instance where we get || A|| is at most some
constant.

e We need to certify that the algorithm will not say “unsat” on a satisfiable instance. But if the algorithm
outputs “unsat”, this happened because the || A||o Was small (at most some constant). However, since
we had m > Q(n?) clauses, the instance cannot have been satisfiable because then the satisfying
assignment would be a witness of a large || A||, hence a contradiction.

e The last thing we need to argue is how large can the spectral norm of a random matrix be. Note that
for a random N x N matrix with {41, 0} entries, where every entry is non-zero with probability p,

we have ||Al|oc < v/ Np - polylog(N) w.h.p.

10 M

e Here N = n? and we have an n? x n? matrix, and p is about 1
n

3.5 Extensions to arbitrary CSPs

Now we will see how to extend the above algorithm to refuting other CSPs by essentially a reduction to
refuting XORs. The main idea is really simple:

e Let P be an arbitrary 4-ary {0, 1} predicate (where each clause has four {0, 1} literals) and let
Xs(z) = Iies(2x; — 1) be the {£1} version of the XOR of the bits in set S given an assign-
ment z. The predicate P can be uniquely rewritten as a linear combination of XORs (using its Fourier
transform): P(z) = Z P(S) - Xg(x), where P(S) is the corresponding Fourier coefficient.'!

SC4]

e Previously, when we were trying to refute the XOR formula, our general strategy was to upper bound

the quantity r?ax} A jxi - wizjrpr; < ||A]|s - n®. We sort of want to copy this argument.
ze{£l}"
i7j7k7l

_m_

'%Note that each 4-tuple is present in the formula with probability @B
4

""The Fourier coefficients are just some numbers — no reason to be scared of them. Specifically, P(S) = E[P(X)IT;csX;],
where X is uniform on {£1}".



What we had before was an XOR formula whereas now we have a linear combination of XOR for-
mulas for the general predicate P. What we will try to do, is to look at the following quantity instead:

n?ax} E Ag - P(S) - Xg(x), where Ag is a natural matrix that occurs in this context.'?
rze{£l}"
SCl4]

e In the above sum there are 16 possible sets and for each possible set we get an XOR instance (4-XOR
specifically) and we can use as a black box the algorithm we described previously for refuting 4-XOR
instances. If we can refute all of them, meaning that we get a small spectral norm for all 16 cases (of
course a small constant remains small when multiplied by 16), then we can refute the whole predicate
P.

3.6 Beyond 4-CSPs

What we did for the arbitrary 4-ary predicates can easily be generalized for larger arities. Before, we
basically start from the original predicate P, we express it as a sum of at most 16 terms each of which is
an XOR instance and we can apply the algorithm from previously to each of them. In particular, for every
possibly 4-CSP if the number of constraints is large (m = (n?)) then the refutation problem is solvable
using just this simple spectral algorithm from above. If we had an even arity CSP then we can handle it
reallc)l/ easily by using the above reduction to XORs and for 2d-arity CSPs we would need m to be at least

For odd arities, the problem is a little bit more complicated. The reason is that we don’t know if refuting the
XOR version of a CSP is the best way to refute it. Maybe there is a better way to do it. To see an example on
why odd predicates introduce some challenges where the above XOR trick is not optimal is the following:

e Take P : {0,1}* — {0,1} where P(x) = 21 @ x2 © x3. The trick we used above will guide us into
a requirement of the form m = Q(nQ) by the 4-dependence of the predicate even though the formula
actually depends only on 3 variables and the spectral threshold should be Q(n3 /2) instead. We deduce
that sometimes the above algorithm seems wasteful.

As a final comment, there is way to define a very simple parameter which is a function of the predicate and
that would correspond to the “true” degree of the predicate, rather than the “syntactic” degree that may be
misleading as we saw before. This however goes beyond the scope of this lecture.

Regarding references settling the complexity for refuting CSPs, for upper bounds you can take a look at
O’Donnell, Allen, Witmer [ ] and Raghavendra, Rao, Schramm [ ] whereas for matching SOS
lower bounds at Kothari, Mori, O’Donnell, Witmer [ ].

4 SOS Lower Bounds for Random CSPs

We will now see a classical lower bound due to Grigoriev from 2001 (see Boaz Barak’s notes [ 1) for
the £-XOR problem, for any k£ > 3. We will focus in the 3-XOR case.

3/2—¢

Theorem: Let Z = Z(z) be a random 3XOR instance with m = n constraints. Then:

"1t is not important to exactly define it right now, but it is a kind of parity matrix that is naturally associated with the 4-tuples
that were sampled.



e w.h.p. val(Z) < 0.51, yet however

e Ja solution E to a degree n‘!€) SOS SDP that proves that the SDP value of Z is 1. (i.e. 100%
satisfiable)

Let’s parse the statement of the theorem. The first claim is really simple, just follows from a simple Chernoff
bound and it tells us that the fraction of constraints satisfied by any assignment cannot be much larger that
0.5. The second claim is more interesting and tells us something about SOS: despite val(Z) < 0.51, there
is some SOS solution of some d = n*(9) rounds, meaning an algorithm running in 0(2”6) time such that it
can satisfy all of the constraints. In other words, SOS believes the instance to be completely satisfiable even
though the instance is very far from being satisfiable.

For the pseudoexpectation E: Itis just a linear map from Py (the space of all degree d = nSHe) polynomials)

and in our case we want that it satisfies the following properties (only the first 2 are general, while the third
is required to prove the theorem): '

1. E(q-2?) =E(q-1),Vi,V degree d — 2 polynomials g.
2. E(¢%) >0,V degree d/2 polynomials .

3. Here we also want, E(I (z)) = 1. We will actually be able to prove something stronger in our case:
Vi, j, k triples in Z(x): ) .
E(q - zizjxr) = E(q - biji)

So we will now try to find such a pseudoexpectation satisfying all of the above properties and we would have
proved the lower bound (and the theorem) since this pseudoexpectation would give value 1 to the instance
7 despite the fact that it is far from being satisfiable.

How can we define the pseudoexpectation? To define it, since it is a linear operator, it is enough to give its
values on any basis of degree at most d polynomials, because by linearity the pseudoexpectation of every
possible polynomial will then be fixed.

In the way we define it, it better be true that:

° E(xlxjxk) = bijk, Vi, j, k triples that are present in the formula 7.

o If we had x1x9x3 = b1og and xoxg4x5 = bays, by XOR-ing them together we would get x1x4x315 =
b123b245. So we can derive a new constraint and we would like the SDP to respect the new constraint
if it respected the initial two constraints. In some sense, we want to give some values in a small
number of monomials like x1x9x3 etc. in such away so that we respect the “local” facts, like the
above derivation. Note, however, that since the instance is unsatisfiable, if we were to look at a
large number of monomials and respect all of the possible derivations, then we would end up in a
contradiction of the form z1x2x3 = +1 and x1z223 = —1. Somehow the hope is, that looking at
small sets of constraints wouldn’t yield any contradictions and hence we may be able to fool the SDP
by not looking at large unions of constraints; this will indeed give us the SOS lower bound we want.

3The first constraint makes use that we are on the {#£1} hypercube since z’s are such that z7 = 1 and in the third constraint we
make use of x;x;zr = biji, Vi, j, k € L.



e Let’s implement this “local” facts constraint more concretely as follows: For every equation X1 = by
(for some set T of equations) that can be derived by at most s < d equations in Z, we set IE(X 7) = brp.
For every monomial () that cannot be derived from at most s equations, set IE(XQ) = 0 (the SDP
thinks that there is no implied constraint for that monomial Q).

We need to explain what is the parameter s and why the above process will yield a well defined pseudo-
expectation. The parameter s will just be the degree of the SOS hierarchy that we are shooting for, that’s
why we had s < d. The remaining important task is to show that the above process will not yield any
contradiction (even though 7 is unsatisfiable) and hence that the SDP is actually fooled. Notice that so far
we haven’t exploited the fact that we are given a random 3-XOR instance. Now we will make use of that
and in particular of the so-called expansion property of random 3-CSPs.

Expansion Property: For every collection of s < d(= n°) equations in Z there are > 1.51s distinct
variables.

Exercise 8.3: Prove the expansion property above for random 3-CSPs.
Claim: The pseudoexpectation E is well-defined.

I am worried about the following bad event: For the same monomial, the SDP derived two different values,
i.e. 3 two different sets of equations T3, T, with |T7| < s, |T3| < s such that:

Gien B = ®ienbi = Onunki=0 = 0

where F; is the set of variables appearing in the ith equation. To understand why we get a contradiction,
note that the LHS will always be 0 since it is the XOR of two quantities with the same values, whereas the
RHS will be a product of some b’s and since the b’s were chosen at random, with probability 1/2, the RHS
will be 1, hence getting a contradiction. Using the expansion property, we have w.h.p. that this bad event
(Bieny E;, = Dict, FE;) will not happen.

Now we need to show the second property that I~E(q2) > 0,V degree d/2 polynomials g. As a comment for
most SOS proofs, almost always all properties are trivial to show, except for this non-negativity constraint.
The main idea is the following:

e Any such polynomial g can be written (this is just the usual monomial expansion) as ¢ = Z qsXs
IS|<d/2
and when we square, we get ¢ = Z qsqr XsXT.
IS],1T<d/2

e For some of the monomials, the SDP has a value that was derived using the derivations on small sets of
equations, but some others were set to 0, because we couldn’t derive any value by the above process.
What we do is to define an equivalence class for these monomials using the pseudoexpectation.

e Define S ~ T'if IE(X 5X) is non-zero. This forms an equivalence class.

e Now we are almost done: Set ¢; = Z (s X s and this means that summing over all the equivalence

SeC;
classes: ¢ = Z qQi-
C;

10



e Finally, let’s do the crucial non-negativity computation:

2
E@®) =E(> a| =D E@)+)) Eagy)=> Elg)
C; 7

i#] %

Exercise 8.4: Prove that the last equality above is true.

e Finally, we have ZfE(qf) > 0 because E(¢?) = Z E(XsXrdsir) =

[ Sec;, TeC;
2

= | DY _E(Xs)-4s| >0.

SeC;

Question: How can we think of this n3/2¢ threshold?

Answer: We need to find where this proof breaks down when m > Q(ng/ %), since then there is an algorithm
which means that SOS is not fooled, when we have more constraints m. There is only one place that breaks
down and this is the expansion property. Then, the Chernoff 4+ Union bound break down at this threshold.

Open Question: Is there a derandomized version of this lower bound? Is there a deterministic instance that
we can use to prove hardness? This has to do with deterministic constructions of expanders (note that, in
some sense, all we needed from the random instance was to satisfy the expansion property) and a relative
reference for deterministic constructions of expanders can be found here.
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